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Abstract: Machine learning has been increasingly used in stock price prediction with 

outstanding success. Decision tree regression models and linear regression models are both 

important models for predicting stock prices. The paper use decision tree regression and 

linear regression models to predict the opening price, closing price, high price and low price 

of Apple's stock price data respectively. The prediction effects of the two models are 

evaluated by the indicators of goodness of fit, mean square error, root mean square error 

and mean absolute error, and the prediction effects of the two models are compared. This 

experimental concludes that the decision tree regression model has better and more 

advantageous prediction results compared to the linear regression model. This study has 

guiding significance for machine learning in predicting stock prices when choosing a basic 

model or a combination of models for prediction. 
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1. Introduction 

In recent years, more and more people are speculating in stocks and the stock market is getting 

hotter and hotter. It is the expectation of many people to make money from stock speculation. 

However, the movement of stock prices is full of complexity and uncertainty, and the accuracy of 

stock price prediction greatly determines whether one can make a profit in the stock market. Among 

the many methods of stock price prediction, machine learning has achieved excellent results in 

stock price prediction. The question of which model of machine learning to use for stock price 

prediction and which model is better at predicting stock prices is currently being widely explored 

[1]. From the current research, most of the stock prices are predicted by using combinatorial models, 

such as the XGB-LSTM combinatorial model for stock prices [2]. However, there has been less 

exploration of basic models for stock price forecasting, and combinatorial models have been 

combined from basic models, with decision tree regression models and linear regression models 

both play an important role in stock price prediction. The paper will explore the superiority of the 

above two models based on the prediction of Apple's stock price. 

The data sample of this paper is selected from the S&P 500 stock data, from which Apple stock 

price data is extracted as the experimental investigation sample, and the opening price, closing price, 

high price, low price are extracted as the features. The paper use a decision tree regression model 

and a linear regression model to predict the stock price trend of the above features, evaluating the 

prediction effect of the two models in terms of model fit, mean square error (MSE), root mean 
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square error (RMSE) and mean absolute error (MAE). Finally, it was concluded that the decision 

tree regression model was a better predictor than the linear regression model. This paper provides a 

useful reference for future use of machine learning in predicting stock prices when choosing a 

simple model or a combination of models to do so. 

The following arrangement of this article: Section 2 explains our Methodology of this research. 

Section 3 describes our data. Section 4 presents the visualisation results, an evaluation of the model, 

and an analysis of the results. Section 5 drawing the final conclusions of the study. 

2. Methodology 

2.1. Linear Regression 

Regression is an important algorithm that originates from statistical analysis and combines machine 

learning and statistics. Regression is a widely used predictive modelling technique that is centred on 

predicting outcomes as continuous variables. When the value of the input variable changes, so does 

the value of the output variable, and the regression model represents the functional relationship that 

maps from the input variable to the output variable. Linear regression uses a least square function to 

model the relationship between the independent and dependent variables. The linear regression 

model used in this paper is based on the least squares method of fitting data to find the pattern 

between data and data to obtain a mathematical expression that matches the basic pattern within the 

predicted thing, which is a basic algorithm in machine learning and is widely used in stock price 

prediction [3]. 

Basic principles of linear regression: 

For the case of only one variable, a linear regression can be written with the equation(1): 

 𝑦 = 𝑎𝑥 + 𝑏 (1) 

And for a sample i with n characteristics, the regression results can be written uniformly in the 

equation(2):  

 𝑦𝑖 = 𝑤0 + 𝑤1𝑥𝑖1 + 𝑤2𝑥𝑖2 + ⋯ + 𝑤𝑛𝑥𝑖𝑛 (2) 

𝑤  is referred to as a parameter of the model,while  𝑤0  is the intercept, 𝑤1~𝑤𝑛  are called 

regression coefficients,(2) expressions with the same properties as expression (1),where 𝑥𝑖1~𝑥𝑖𝑛 in 

are the different features on sample 𝑖,The linear regression model adjusts the residuals and slope of 

the regression line by constantly,which is the expression (3): 

 𝑅𝑆𝑆 = ∑ (𝑦𝑖 − 𝑦𝑖
^)2𝑛

𝑖=1  (3) 

The sum of squared residuals is the square of the y-axis value at the actual point location minus 

the y-axis value on the fitted line at the same coordinate x. The sum of squared residuals for all 

points is added to give the sum of squared residuals (RSS). The mean squared error (MSE) can be 

derived from the data relating to the sum of squared residuals. The MSE is an important parameter 

in the evaluation of linear regression models and is described in more detail below in the context of 

model evaluation, where the goal of model fitting is to minimise the MSE [4]. 

2.2. Decision Tree Regression 

Decision tree regression is a basic regression algorithm with a binary tree data structure, where the 

internal nodes all take on a yes or no feature value. The main component of the decision tree 
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algorithm structure is the nodes, the first node is the parent node, after which each node is split 

according to the corresponding characteristics, and after the splitting process, new left and right 

nodes are created. At the end of this recursive process, the decision tree is constructed. Decision 

tree regression makes certain divisions of the data, and each division is for a predicted value. As 

each node is passed, a yes or no judgement is made and this is the decision making process.Each 

time a division is made, the output corresponding to the division unit is determined and an 

additional corresponding node is created. The final output of each cell is determined when the 

division is judged to be terminated according to the cut-off condition, which also determines the 

leaf node [5]. 

A decision tree starts its decision process at the root node and for each node, based on its features, 

determines how to perform a decision decomposition, taking new information at each decision until 

no further decisions are needed. Information gain is an important method of decision tree feature 

selection. The information gain of a particular feature is a measure of the degree of change in 

information entropy; the higher the information entropy, the more information there is, and the 

lower the information entropy, the less information there is [6]. The mathematical expression for 

information entropy is (4). 

 ∑ −𝑝𝑖 log2 𝑝𝑖𝑛
𝑖=1  (4) 

2.3. Prediction Accuracy 

In order to finally and accurately assess the effectiveness of comparing decision tree regression and 

linear regression models on stock prices, this paper adopts three criteria for prediction accuracy, 

mean squared error (MSE), root mean squared error (RMSE), and mean absolute error (MAE). 

Mean squared error (MSE): the expression for the mean squared error is (5) : 

  
1

𝑚
∑ (𝑦𝑖 − 𝑦𝑖

^)2𝑚
𝑖=1  (5) 

In expression (5),𝑦𝑖 − 𝑦𝑖
^ is the true value on the test set minus the predicted value. The MSE is a 

measure of the difference between the estimated and estimated quantities, and is the squared 

expectation of the difference between the estimated and true values of a parameter. The MSE can be 

used to determine whether a set of findings is sufficiently accurate, and when the MSE is small, the 

results are usually of good accuracy [7]. 

Root Mean Square Error (RMSE): The expression for the root mean square error is (6). 

 √∑ (𝑦𝑖−𝑦𝑖
^)2𝑚

𝑖=1

𝑚
 (6) 

The RMSE is the arithmetic square root of the mean square error. RMSE can also be described 

as the square root of the ratio of the square of the observed value to the true value to the number of 

observations. As the RMSE is an obvious response to a very large or very small error in a set of 

measurements in the data, the RMSE can be a good indicator of the precision of the measurement 

data. This is the reason why the RMSE is widely used in data prediction and can therefore be used 

to measure the deviation between the observed and true values. The smaller the value of the RMSE, 

the better the accuracy of the model's description of the experimental data [8]. 

Mean Absolute Error (MAE): The expression for Mean Absolute Error is (7). 

 
1

𝑚
∑ |(𝑦𝑖 − 𝑦𝑖

^)|𝑚
𝑖=1  (7) 
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The MAE is the average of the absolute values of the errors of the observations and is used to 

measure the error between the predicted value and the true value; a smaller MAE means a better 

model, and a smaller MAE means that the experimental model has better accuracy in describing the 

experimental data [9]. 

3. Data 

3.1. Time and Source of Data Sample  

The data sample for this article is selected from the S&P 500 stock data, which includes stock data 

for multiple companies over a five-year period from February 8, 2013 to February 7, 2018, where 

the data information includes date, opening price, closing price, high price, low price, trading 

volume, and company name. As the sample size contained in the S&P 500 stock data is too large, 

with a total of 619040 data, the pattern derived from the experiment is not obvious, so this paper 

extracts the stock-related data of Apple from the S&P 500 stock data as an experimental research 

object, which has a total of 1259 data (1259-2517). 

3.2. Data Pre-Processing and Feature Engineering 

Firstly, the data was pre-processed, and a search function was used to find missing values in the 

opening, high and low price columns of the S&P 500 stock data, and then the missing values were 

processed. Firstly, the data was pre-processed, and a search function was used to find missing 

values in the opening, high and low price columns of the S&P 500 stock data, and then the missing 

values were processed. The next step of the feature engineering is to extract the Apple stock data 

from the S&P 500 stock data, and then extract the opening price, closing price, high price, low price 

of the Apple stock data as the four features of the research object, and then use the decision tree 

regression model and linear regression model to predict the above four features respectively, and 

through the evaluation of the prediction results, the study will conclude which model has better 

prediction effect. 

3.3. Division and Construction of Training and Test Sets 

Apple's stock price data has a total of 1259 days of data, noted by its position in the S&P 500 data 

set from 1259-2517. In this paper, the first 1159 days of data were extracted to construct dataset X, 

and the second 1159 days of data were selected to construct dataset Y. Subsequently, the training 

set and test set were divided and constructed in the ratio of eight to two. The first 927 days of 

dataset X were used to obtain x_train and the last 232 days to obtain x_test, and the same for dataset 

Y to obtain y_train and y_test. 

3.4. Prediction of the Training of the Model 

First, the research constructs a decision tree regression model and a linear regression model, and 

train the two models using the training set the experiment have just divided. After that, the study 

extracts the stock price data for the 100 days from 2318-2417 as the forecast sample and the data for 

the last 100 days from 2418-2517 as the forecast object, and use the decision tree regression and 

linear regression models to forecast respectively, fit the forecast curves and compare them with the 

real situation. The results will then be visualised and evaluated for both models. 
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4. Results 

4.1. Visualisation of Results 

The following visualization of the results of the model predictions is carried out. As the prediction 

process of the five features, the results are presented in a similar form, only the visualization of the 

opening price prediction of Apple's stock by two models is shown here. The accuracy of the 

prediction results for each of the four features will be evaluated in further model evaluations in this 

paper. The following visualisations of the opening price predictions from the two models are 

presented. 

The Figure 1 below shows the prediction results of the decision tree regression model. The blue 

curve is the stock price trend for the first 1159 days, the orange curve is the real stock price trend 

for the next 100 days, and the green curve is the predicted stock price trend for the next 100 days 

obtained from the data predicted by the decision tree regression model and then curve-fitted. As can 

be seen from the graph, the green forecast curve almost overlaps with the orange true curve in the 

comparison of the predicted stock price trend and the true trend in the latter 100 days, and it can be 

initially judged that the decision tree model predicts good results. 

 

Figure 1: Prediction images for decision tree regression models. 

The Figure 2 below presents the forecast curve derived from linear regression, and the real share 

price movement, the covariates are consistent with the graph above. In the comparison between the 

predicted stock price trend and the real trend in the latter 100 days, the green prediction curve 

differs significantly from the orange real curve trend, with a large difference in the peak position, 

relative to the prediction results of the decision tree regression model, the prediction results of the 

decision tree regression model are far better than the prediction results of the linear regression. 
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Figure 2: Prediction images for linear regression models. 

From the above two figures this paper has come to the preliminary conclusion that the decision 

tree model outperforms the linear regression model, but this is only a preliminary judgement based 

on the curve fitting effect, in order to further confirm the conclusion, this paper will carry out the 

next step of model evaluation. 

4.2. Model Evaluation 

In this paper, the three regression assessment indicators mentioned above are used to evaluate the 

results of the decision tree regression model and linear regression model, and the following tables 

are obtained. 

Table 1: Evaluation indicators. 

MSE Decision tree Linear 

open 5.33 144.5 

close 13.4 152.6 

high 86.3 148.1 

low 89.8 165.5 

RMSE Decision tree Linear 

open 2.31 12.0 

close 3.66 12.6 

high 9.29 12.2 

low 9.47 12.9 

MAE Decision tree Linear 

open 0.682 9.96 

close 1.29 10.1 

high 6.55 9.98 

low 6.69 10.4 
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The table above shows the predicted results from the four features of Apple's stock price,The 

MSE, RMSE and MAE of the decision tree regression model are all smaller than those of the linear 

regression model. As the smaller the MSE, RMSE and MAE are, the more accurate the model 

prediction results are. The evaluation of the model here further supports the preliminary conclusion 

from the curve fitting effect that the decision tree regression model outperforms the linear 

regression model. 

4.3. Analysis of Results 

From the above experimental process, it can be seen that the decision tree regression model has an 

advantage in prediction compared to linear regression. The decision tree regression model has 

prediction advantages over other models. The biggest advantage of the decision tree is that it can 

self-learn, which is closer to the human decision pattern, and this experiment has fewer variables 

and low complexity of the decision tree, which also reduces the difficulty of pruning the decision 

tree and makes the decision tree regression model have absolute advantages in this experiment [10]. 

5. Conclusion 

This study was conducted by having two models, decision tree regression and linear regression, 

predict Apple's stock price separately and comparing the prediction results to conclude which model 

predicts better. The two models are used to predict four features of Apple's stock data, namely the 

opening price, closing price, high price, low price, and finally the prediction effectiveness of the 

two models is evaluated by the indicators of model fit, MSE, RMSE and MAE. The final 

conclusion is that the decision tree regression model is more advantageous in prediction compared 

to the linear regression model. Shortcomings of this study: Firstly, this study only used Apple's 

stock price as the experimental research object and the sample has limitations. Secondly, this study 

only selected the four basic features for prediction, while stock prices have more complex features, 

and these four features have some connection with each other, so feature engineering should be 

strengthened to extract more representative features for research, which can also better play the 

advantages of the model itself and make the research results more accurate. In addition, the lack of 

predictive accuracy of the base model compared to the complex model is a matter of the structure of 

the algorithm itself, so a more complex hybrid model should be introduced if more accurate results 

are desired. 
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