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Abstract: Fluctuations in the stock market represent the changes in the national economy 

objectively, stock price prediction predicts the future trend of stocks using the past data, 

which has been widely focused on. Some machine learning algorithms, such as linear fitting 

and sequence mining, are used to predict the stock market. However, linear fitting faces the 

problem of overfitting and black relationships with historical data, while sequence mining is 

short in efficiency and lacks dynamic adaptations. State-of-the-art methods using attention 

mechanism in neural networks have shown exceptional performance targeting sequential 

prediction and classification. In this paper, we propose a combined LSTM-CNN attention 

model to explore the role of attention mechanism in Long Short-Term Memory (LSTM) 

network-based stock price movement prediction. Experimental results show that our LSTM-

CNN-attention model can provide an accurate prediction and reliable trial on the stock price 

prediction, and the attention mechanism significantly improves the model performance in the 

stock market. 
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1. Introduction 

With the development of technology, the combination of finance and computer science is becoming 

more and more important, and the application of big data technology in the financial field is becoming 

more and more extensive. In recent years, stock price forecasting research has become more 

demanding, and the development of stock price forecasting strategy with both high recognition 

accuracy and high efficiency has been an important task in the financial community. This paper 

discusses the implementation of LSTM-CNN-attention model. All the techniques are applied on the 

stock price dataset of French’s top smartphone corporation Alcatel Lucent. The main contribution of 

this research is to show that the attention mechanism increases the accuracy of the prediction. 

This study manuscript will continue in the following structure. The second part provides a 

summary of related time series analysis literature. The procedures have been laid out in the third 

section. In the fourth section, experimental results have been shown and MSE has been computed. 

The effect on the attention Networks has also been discussed. Finally, the paper discusses the future 

work that can be done on stock price forecasting. 
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2. Related Works 

2.1. Linear Method 

Exponential smoothing is one of the early commonly used methods for time series data prediction, 

originated in the 1950s and 1960s [1]. It calculates the weight to show the relation between the real 

and forecast values and predicts with the weighted arithmetic average. This algorithm is simple to 

implement and requires little data information. It can predict the stock data at the next moment only 

by using the weighted sum of historical data. But limitations are following. First of all, it is sensitive 

to the smoothing coefficient. In addition, this method is only suitable for short-term forecasting, 

serious errors always appear for long-term and unstable stock data. 

Slutsky, Walker, Yaglom, and Yule invented autoregressive (AR) and moving average (MA) 

models based on the premise that every time series is a stochastic process [1]. However, 

autoregressive integrated moving average model (ARIMA) with AR, MA is not appropriate for long-

term prediction and is challenging to use for volatile market data [2].  Because the method is 

fundamentally to deal with stationary data, the performance can be effectively improved by 

combining nonlinear models. 

2.2. Nonlinear Method 

Financial time series exhibit volatility clustering, with high (low) absolute returns following each 

other. Engle devised autoregressive conditional heteroscedastic (ARCH) in 1982 to explain 

conditional variance changes as a quadratic function of historical returns. A more parsimonious model 

generalized ARCH (GARCH) was launched afterwards [1]. 

The rapid development of computer science and artificial intelligence has provided an opportunity 

to promote the progress in forecasting the stock price using machine learning algorithms. White [3] 

applied BP neural network to the stock forecast, but it is easy to fall into local minimum values. Lu 

et al. [4] used principal component analysis (PCA) to reduce data dimension, effectively simplify the 

input of network, so as to improve the speed of training. To avoid falling into local minimum value, 

Ji added momentum item into weight adjustment formula [1]. In addition, Li [5] and Guo et al. [6] 

introduced genetic algorithm to improve the method, which further alleviated the above problems. 

RNN's temporal properties make it good for temporal data prediction. As an improvement, LSTM 

[7] overcomes gradient disappearance in RNN by skillfully combining short-term and long-term 

memory. Ning Xianbo et al. proposed LSTM-Adaboost. Kumar et al. used Adam optimizer to 

backpropagate LSTM recursive neural networks to predict NASDAQ stock prices. 

3. Method 

In this paper, the proposed LSTM-CNN-attention model is generated by adding a Squeeze-and-

Excitation Network [11] to the CNN-LSTM construction. CNN-LSTM [8] which avoids the layback 

of LSTM and increases the robustness of CNN is built with pytorch, containing a Input layer, a 

Convolution layer, a Pooling layer, a Dropout function, a LSTM layer, and a Output layer as shown 

in Figure 1. 

 

Figure 1: system construction. 
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Convolution layer: In this paper, Conv1d function is used to create a convolution layer, where 

stride is 1 without padding. Convolution kernel's size is 1*4.  

Pooling layer: The pooling process always follows the convolution process to compress the feature 

map for higher calculation speed. The most commonly used pooling process is called Max pooling. 

In this paper, kernel size in MaxPool1d function is set as 5. If the input size is (n, C, Lin), the output 

(n, C, lout) is calculated as: 

Lout =
Lin+2× padding – dilation ×(kernel_size-1)−1

 stride 
+ 1 (1) 

Dropout: Preventing feature detector dropout helps prevent overfitting and partially regularize. 

During forward propagation, dropout uses Bernoulli function to generate a vector of 0 or 1 for each 

neuron, 0 means that the neuron stops working. Here, the dropout ratio p is set to 0.01, which means 

1% of hidden neurons are temporarily deleted during each iteration. 

LSTM solves gradient vanishing. It learns long-term dependent knowledge easily. Figure 2 shows 

LSTM cells with three gates (forget gate, input gate, and output gate) and four activation functions 

(three sigmoid and one tanh). Unlike RNN, which use ht to store short-term state, LSTM adds a 

parameter c to store long-term state, so that it makes up the defect in long-term forecasting. 

 

Figure 2: LSTM construction. 

The Forget Gate is essentially a sigmoid layer, which looks at ht-1 and xt and outputs a number 

between 0 and 1: 

 ft = σ(Wf ⋅ [ht−1, xt] + bf) (2) 

Another sigmoid layer constitutes the Input Gate, transforming ht-1 and xt to it: 

 it = σ(Wi ⋅ [ht−1, xt] + bi) (3) 

A tanh layer generates a vector C̃t: 

 C̃t = σ(WC ⋅ [ht−1, xt] + bC) (4) 

C̃t, it and ft take joint effort to get the state C at time t: 

 Ct = ft × Ct−1 + it × C̃t  (5) 
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Finally, the Output Gate runs a sigmoid function to decide ot: 

 ot = σ(Wo ⋅ [ht−1, xt] + bo) (6) 

Through a tanh layer, ot turns to a value between -1 and 1, which is multiplied to get state ht: 

 ht = ot × tanh (Ct)  (7) 

Sigmoid mentioned above is a kind of activation function, which maps the sample value in the 

range of 0 to 1. The formula of sigmoid is as follows: 

 y =
1

1+e−x  (8) 

Hyperbolic tangent function (Tanh) mentioned above is another activation function: 

 tanh (x) =
sinh (x)

cosh (x)
=

ex−e−x

ex+e−x  (9) 

Squeeze-and-Excitation Networks [10] as shown in Figure 3 is added to the CNN-LSTM 

construction to form the LSTM-CNN-attention model. By learning the correlation between channels 

of the convoluted feature map, a one-dimensional vector is obtained as the evaluation score, each 

term in the vector corresponds each channel. 

 

Figure 3: Squeeze-and-excitation networks. 

4. Experiment 

4.1. Data Exploration 

The data set used in this paper is the stock price from 23 August 2016 to 23 August 2021 of Alcatel 

Lucent, a smartphone corporation from French. All 1280-row data is collected from Yahoo Finance. 

Data are ranked in time order, forming a time series. 

There are serious variables: Date, Open, Low, High, Close, Adj Close, and Volume. 

High, Low: the maximum and the minimum price on a particular trading day. 

Open: the starting price on a particular trading day. 

Close: the cash value of the last transacted price before the market closes. 

After stock splits, dividends, and rights offers, the adjusted closing price shows a stock's value. 

Historical returns and performance analysis typically use it.  

Volume: the number of shares traded.  

Here is the head of the data set: 
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Table 1: The stock price of Alcatel Lucent from 23 August 2016 to 29 August 2016. 

Date Open Low High Close Adj Close Volume 

2016-08-23 6.82 6.67 6.96 6.67 6.67 5056100 

2016-08-24 6.51 6.34 6.64 6.56 6.56 3254075 

2016-08-25 6.66 6.64 6.64 6.83 6.83 6507462 

2016-08-26 6.83 6.70 7.09 7.09 7.09 4064919 

2016-08-29 7.10 7.00 7.30 7.04 7.04 4405779 

 

After importing the CSV file into spark, the count, mean, standard deviation, min, and max of the 

data set are shown in Figure 4: 

 

Figure 4: count, mean, standard deviation, min, and max of the data set. 

The Pearson correlation is used to assess the correlation between the features [11], which ranges 

from 0 to 1. The closer the coefficient is to 1, the higher the correlation. As shown in Figure 5, Open, 

Low, High, Close, and Adj Close are highly positively correlated, so we only need to select one of 

them for analysis. 

 

Figure 5: Correlation heat map. 
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In this paper, Adj Close is considered as the most important variable to experience, and the 

Matplotlib package is used to plot the graph of Adj Close over the entire timeline, as shown in Figure 

6. 

 

Figure 6: Visualization of Adj Close. 

4.2. Time-Series Forecasting 

4.2.1. Data Preprocessing 

CSV files hold data. Normalization, filtering, and missing-value imputation must be done before data 

analysis. Normalization formula:  

Xnormal =
X − Xmin

Xmax − Xmin

(10) 

where Xnormal is the normalized data, X is the original data, Xmin and Xmax are the minimum 

and maximum values among all data respectively. 

To certify the accuracy of forecasting conveniently, the data set is split into two parts: the previous 

90% is considered as training set, while the rest 10% is considered as test set to be predicted.  

4.2.2. CNN-LSTM 

Figure 7 illustrates the test set prediction result with the projected value in yellow and the true data in blue. It can be seen 

that the deviation is obvious. 

 

Figure 7: The predicted and real Adj Close price using CNN-LSTM [yellow:predict, blue:real]. 
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4.2.3. CNN-LSTM-attention 

In this part, the effect of attention is tested. By adding the Squeeze-and-Excitation Network in the 

model, a better result can be generated as Figure 8. It is easy to see that the predict line is closer to 

the true value. 

 

Figure 8: The predicted and real Adj Close price using CNN-LSTM-attention model. 

4.3. Evaluation 

The time-series data prediction task reduces the stock prediction data-historical data error. The 

model's training effect can be measured by mean square error (MSE): 

 MSE =
∑ (xt̂−xt)2N

t=1

N
  (11) 

where N represents the amount of time points, xt̂ is the predicted value of stock data at time t, xt 

is the true value of stock data at time t. 

In the experiment, the mean square error with the usage of CNN-LSTM model is 0.0048, adding 

attention mechanism declines the loss to 0.0016. 

5. Conclusion 

This paper compares the performance of time series forecasting models with and without attention on 

predicting the stock price. The conclusion is that the attention network can improve the accuracy of 

the prediction remarkably. Many factors can effect stock market prices, such as human manipulation 

and political involvement. The interaction between these components is also complicated. A more 

advanced approach is needed to anticipate the complex system with many affecting factors and 

uncertainty interactions. 
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