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Abstract: To enhance the accuracy of stock price prediction for Netflix and provide 
individuals with a comprehensive understanding of stock trading prices, this study constructs 
a predictive model by employing three distinct approaches: a linear regression model, a Long 
Short-term Memory (LSTM) artificial neural network, and a Gated Recursive Unit (GRU) 
which serves as a component of the LSTM architecture. A prediction scheme is devised, 
utilizing historical stock data spanning from 2002 to 2022 for Netflix. The primary objective 
is to forecast the stock price of Netflix for the subsequent 20-day period. To evaluate the 
efficacy of the three models, a rigorous assessment is conducted employing robust evaluation 
indices. The outcomes of this analysis will enable a determination of the fitting adequacy of 
each model, thereby facilitating the identification of the most suitable approach for accurate 
stock price prediction in the context of Netflix. This research endeavors to contribute to the 
field of stock market analysis by leveraging advanced predictive modeling techniques for 
enhanced forecasting accuracy and insightful decision-making. 
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1. Introduction 

Netflix, a renowned American enterprise, which is a member subscription based streaming platform, 
headquartered in Los Gato, California, USA [1]. Established in 1997 as a Blu-ray DVD rental 
company, their subscribers can rent and return a large number of physical movies CDS from Netflix 
inventory by express delivery. Earning consistent customer satisfaction accolades, Netflix has been 
recognized as the foremost website in this regard for five consecutive years. IHS Research Company 
stated that Netflix surpassed Apple in online movie revenue in 2011, primarily driven by the 
burgeoning demand for online videos from online users [2]. In 2011, the company's online film sales 
accounted for 45% of the total market, according to a report by IHS. With a steadfast presence on the 
prestigious Fortune 500 list, Netflix has solidified its position as a leading player in the realm of 
streaming media. 

The stock price is a criterion for evaluating a company's business performance, particularly for 
leading streaming companies. In the early stages of stock forecasting, conventional methodologies 
predominantly employed straightforward formulas. For example, price-to-earnings ratio (P/E), price-
to-book ratio (P/B) and price-to-earnings ratio (PEG) are all regarded as the evaluation criteria of 
stock price under external influence. These criteria are all based on a company's previous sales and 
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operating conditions as well as market trends to predict stock prices. However, the accuracy of the 
stock price predicted by this method has proven to be inadequate, and it also requires a large amount 
of manpower and resources. In the past 10 years, machine learning has effectively improved 
prediction accuracy, and the resources and time spent have also been greatly reduced.  

Long Short-term Memory (LSTM) is a variant of temporal Recurrent Neural Networks (RNNS), 
a model designed specifically to solve long-standing problems that exist in general RNNS.  In a 
normal RNN, there is only one simple structural module. For example, a layer of LSTM often 
outperforms recurrent neural networks, used in face image recognition. LSTM has a good 
manifestation in various fields. For instance, human face image generation and prediction. Since this 
concept was put forward, it has been widely used by people, which is why this paper uses this model 
to make a series of predictions. As a nonlinear regression model, LSTM has the ability to help build 
a broader neural network to solve the problem that too much data cannot be carried by the model. 
LSTM doesn't just have one version; it updates itself all the time. One of which is the Gated Recurrent 
Unit (GRU) [3]. Regulators believe that stock prices are the best representation of current financial 
market conditions, so for regulators, stock forecasting is very important. This prediction is important 
not just for regulators, but for those who invest in financial markets. This paper uses the model of 
gated circulation unit (GRU) neural network to forecast stocks. The model adopts the method of 
processing data first, adding uncertainty after data processing is completed, and combining GRU 
model to predict. This can lower the error rate of the end results and make the results more accurate 
[4]. 

In practical research, the author also used commonly seen linear regression models and non-linear 
machine learning regression models (i.e., LSTM and GRU) for prediction to compare the differences 
and accuracy of several algorithms. During the research of this article, several algorithms were used 
for comparison. Through in-depth understanding of machine learning algorithms, the advantages and 
disadvantages of the several models used in this article were discovered. In the end, the accuracy was 
good among the results of several models. The accuracy of the data in the linear regression model is 
as high as 98%, while the results obtained by the LSTM and GRU models are roughly the same, 
fluctuating around 70%. 

2. Method 

2.1. Dataset Preparation 

This article collected data from Netflix from May 23, 2002, to October 11, 2021, sourced from Kaggle 
[5]. The dataset encompasses a total of 4961 observations and aims to facilitate accurate predictions 
of Netflix's future stock price. The price trend of the stock can be found in Figure 1. 

 
Figure 1: Closing Stock Price of the collected dataset (Photo/Picture credit: Original). 
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2.2. Predictive Algorithms 

2.2.1. Linear Regression 

Linear regression is the main driver of influence, which can explain the changes of dependent 
variables [6]. In the actual study of life, the dependent variable is a standard quantity of change, and 
there are generally several external factors affecting the dependent variable. And its changes are 
explained by these influencing factors, these external factors, they have a more appropriate name: 
independent variables. The linear relationship between the two is also known as multiple regression. 
Multiple linear regression is actually a regression analysis when two or more influential factors and 
dependent variables are involved [7]. When y is the dependent variable. It represents the independent 
variable and satisfies the condition that there must be a linear relationship between the two variables. 
This is a formula of the model: 

 𝑌 = 𝑏! + 𝑏"𝑥"+. . . +𝑏#𝑥# (1) 

Scikit-learn (sklearn) is a machine learning tool that allows people to share data and source code 
over the Internet [8], which is considered in this study for implementing machine learning models.  It 
has several different algorithms such as classification, regression and clustering [9, 10]. Like random 
Forest, gradient enhancement and DBSCAN, it is also designed to be used in combination with 
science libraries NumPy and SciPy. Scikit learn, which is primarily written in Python, can also 
perform some high-performance operations using numpy. In addition, some core algorithms have 
been written in Python to improve performance. Similar packaging for logistic regression and linear 
support vector machines surrounds LIBLINEAR. 

2.2.2. Long Short-Term Memory 

The Long Short-Term Memory (LSTM) was originally launched in 1997 [11], it has garnered 
significant attention due to its distinctive architectural design, which makes it good at solving some 
events characterized by long intervals and time delays in the forecast data. As a nonlinear machine 
learning model, LSTM can help build a larger and deeper neural network for people to study and use 
[2]. LSTM has the same structure as RNN, and it has a little bit of a different structure, but it uses 
one module. This is not the case with a single neural network layer, as shown in Figure 2, there are 
four levels that interact in a very specific way.  

 
Figure 2: The structure of the LSTM [12]. 
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2.2.3. GRU 

Gate Recurring Unit (GRU) is a variation of the Recurring Neural Network (RNN), which optimizes 
issues of long-term failure and counter-spread of the regular RNN based RNN. Its function is similar 
to that of LSTM, but it is simpler and easier to train than LSTM [13]. Reset gate and update gate are 
two important gates in GRU module, with the structure shown in Figure 3. 

 
Figure 3: The structure of GRU [14]. 

2.2.4. Implementation Details 

Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), r square 
and Mean Absolute Percentage Error (MAPE) are all used as evaluation criteria for a model in this 
paper. The optimizer used in this paper is called Adam, named after Adaptive Moment Estimation. It 
is a universal optimizer proposed in 2015 [15], which is very convenient to use and has a fast gradient 
descent speed but is prone to oscillations near the optimal value. 

3. Results and Discussion 

3.1. The Performance of Models 

In this article, epochs=100 and batch_ size=5 are employed. From Table 1, it can be found that the 
Loss function values of these models. Furthermore, Figure 4, Figure 5 and Figure 6 show the predicted 
curve. The findings are set out in Table 1, which displays the respective Loss function values obtained 
by three distinct models. Overall, the linear regression model exhibits the highest degree of fitting 
among the models examined.  However, if only the Loss function values of LSTM and GRU are 
observed, LSTM is better under the MSE standard; Under the MAE standard, GRU is better; 
Moreover, when assessing the models using the RMSE criterion, LSTM demonstrates superior 
performance. If only the two models LSTM and GRU are compared, it is obvious that LSTM is better 
than GRU.  
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Table 1: The performance of various models evaluated by different metrics. 

Loss   Function 
(Methods) Linear regression LSTM GRU 

MSE 51.518 1430.97 2051.42 
MAE 7.178 31.39 30.8 

RMSE 6.626 37.83 45.29 
R-Squared 0.016 - - 

MAPE 0.992 - - 

 
Figure 4: The prediction performance based on the linear regression (Photo/Picture credit: Original). 

 
Figure 5: Predictive performance on account of LSTM (Photo/Picture credit: Original). 
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Figure 6: Predictive performance on account of GRU (Photo/Picture credit: Original). 

The aforementioned results can be attributed to two potential factors.  The first is that the data 
itself is extremely conforms to the linear model hypothesis and the characteristics have no obvious 
collinearity and outlier. The second is that the LSTM and GRU models did not undergo hyper 
parameter optimization (such as parameters in the kernel) or had severe over-fitting. 

Generally speaking, the behavior of stock prices exhibits nonlinearity, indicating that linear 
regression models may not be the most suitable choice for achieving optimal fit with the data. In 
contrast, the application of nonlinear regression models, such as LSTM, tends to yield superior results. 
LSTM possesses enhanced power and flexibility as a nonlinear regression model, primarily attributed 
to its incorporation of three gates as opposed to two. The advantage of GRU is that the overall model 
is simpler, it can build a larger network faster and easier. In addition, the fact that there are only two 
gates in the model helps the model to calculate the result faster than other models. 

4. Conclusion 

In this paper, the author uses linear regression model and Nonlinear regression model (i.e. LSTM and 
GRU) to predict the stock price of Netflix, and uses several common metrics to evaluate these models. 
However, the results obtained by the author of this paper are slightly less satisfactory, and the Loss 
value is larger, but the accuracy is better. In this paper, the three models used by the author are more 
conventional and easier to implement, and many Nonlinear regression models with better accuracy 
can be used, and the results obtained are also relatively limited. The selected data range is also 
relatively narrow, and multiple different stocks can be selected for prediction using these three models. 
In future in-depth research, the author hopes to reduce the loss rate of LSTM and GRU models, and 
find a suitable method to optimize the two models and improve the fit of data and models. 
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