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Abstract: Every stock trader wants to successfully predict the price or trend of a stock in order 
to make a profit because stock price forecasts provide investors, traders, and financial 
professionals with signals about potential price movements, which can help them make more 
informed decisions about buying, selling, or holding stocks. This article selects the four 
largest stocks in the U.S. stock market by market capitalization: Google, Apple, Microsoft, 
and Amazon, and predicts their closing prices from 2013 to 2023. First, K-Nearest Neighbors 
(KNN) model is established for the closing price sequence after the first-order difference. 
Then a two-layer LSTM model is constructed to visualize the prediction results of the two 
models, and RMSE is calculated respectively. Comparing the prediction results of the two 
models, LSTM has a better prediction effect on the data set used in this paper. This paper 
finds that the LSTM model can capture the crucial time dependencies and relationships in 
financial time series data, which are essential for stock price prediction. Therefore, the LSTM 
model can often be used when predicting stocks in the future.  
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1. Introduction 

The research on stock price prediction is of great significance to investors and practitioners in the 
financial industry. People want to model stock prices correctly so that, as stock buyers, they can rely 
on stock price prediction to make wise decisions about buying, selling, or holding stocks. Accurate 
forecasting helps optimize a portfolio and may lead to higher returns. At the same time, accurate share 
price forecasting helps manage risk by providing insight into potential price movements. Investors 
can adjust strategies and positions to mitigate potential losses from market volatility. Therefore, the 
issue of stock forecasting is very important. Nevertheless, predictions must be made with a realistic 
understanding of their limitations and potential risks, as financial markets are subject to many factors, 
many of which are unpredictable or influenced by human behavior. This inherent complexity makes 
accurate predictions challenging. 

Numerous prior research endeavors have employed machine learning methodologies for the 
purpose of forecasting stock values. These methodologies encompass a range of models such as linear 
regression [1], autoregressive integral moving average (ARIMA) [2], random forest [3], decision tree 
[4], support vector machine (SVM) [5], and others. However, previous investigations still appear to 
be limited. Given the rapid development of machine learning methods, this paper selects the historical 
data of the four companies with the largest market value in the U.S. stock market from 2013 to 2023 
and uses KNN and LSTM models to forecast the data of these four companies. 
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2. Data 

This article uses data from Yahoo Finance and selects the closing prices of the four largest U.S. stocks 
(Google, Apple, Microsoft, Amazon) from 2013 to 2023, a total of 2,517 data pieces. Closing prices 
reflect the sentiment and decisions of stock market traders throughout the trading day. It involves a 
collective assessment of the value of a stock by buyers and sellers. Some basic information of the 
assets is shown in the following Figure 1 and Figure 2. 

 
Figure 1: Ten-year price fluctuations of each stock. 

 
Figure 2: The correlation of each stock. 

From Figure 1, we can see how the closing prices of these four companies have fluctuated over 
ten years. Furthermore, Figure 2 shows that they have a strong similarity. 

3. Methodology 

This paper mainly uses KNN and LSTM to forecast the closing prices of Google, Apple, Microsoft, 
and Amazon from 2013 to 2023. T The predictive performance is evaluated by computing the RMSE 
between the predicted and actual values. 
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3.1. KNN 

K-Nearest Neighbors (KNN) model is based on classification and regression. KNN is an algorithm 
used in machine learning for classification and regression tasks [6]. The K-nearest Neighbors 
algorithm operates under the assumption that a training dataset is provided, containing instances 
labeled with their respective categories. During the process of classification, the prediction of a new 
instance is determined by a majority voting approach, wherein the category assigned to the instance 
is based on the categories of its K Nearest Neighbors. KNN focuses on local patterns in data and can 
adapt to changing market conditions and capture changes in trends, making them suitable for specific 
dynamic market environments. In financial markets, short-term trends and patterns can often be 
effectively captured using local methods. 

The KNN algorithm utilizes a distance metric to quantify the similarity between two points in the 
sample space. A smaller distance indicates a higher degree of similarity, while a larger distance 
indicates a lower degree of similarity. Three distances that are frequently employed in many fields of 
study are the Manhattan distance, the Euclidean distance, and the Minkowski distance (See Figure 3).  

 
Figure 3: KNN model. 

First, the data set is separated from the feature variables (“ High,” “Low,” “Open,” “Volume”) to 
X and the target variable (“ Close “) to y. A TimeSeriesSplit object is then defined, the feature 
variables in the training and test sets are standardized using StandardScaler, and two splits perform 
time series cross-validation. Hyperparameter tuning is performed using cross-validation, with the 
number of neighbors (K) as the hyperparameter, and the errors (mean square errors) for different K 
values are plotted to help find the best K value. The selection of the K value in the KNN algorithm, 
being the sole one-bit hyperparameter, significantly influences the ultimate prediction outcome of the 
algorithm in an intuitive and consequential manner. After that, GridSearchCV is used to find the best 
K value from the range of values (1,150). This K value is then used to create the best_knn model and 
fit the best_knn model on the scaled training data. The optimal solution prediction function is used to 
predict our scaling data. The best_knn model was used to plot the test data’s actual and predicted 
closing prices. Calculating the RMSE is part of the performance evaluation of a model. 

3.2. LSTM 

LSTM is a recurrent neural network (RNN) model. RNNs are an artificial neural network type 
expressly designed to process sequential data. Particularly effective in occupations requiring the 
manipulation of sequences, such as time series data, voice, and natural language, as well as related 
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tasks [7]. It is specifically designed to capture long-term dependencies in sequential data. They can 
remember patterns and relationships in data over long periods, which is crucial for understanding 
complex stock price trends. Stock price data typically exhibit variable time lags between different 
events and movements. LSTM can naturally handle these irregular time intervals and capture 
dependencies on different time scales. LSTM is widely regarded by professionals as the algorithm 
with the highest potential for stock prediction. The system possesses the capability to handle both 
discrete data points and intricate data sequences, rendering it suitable for analyzing non-linear time 
series data and forecasting significant price movements characterized by high volatility [8]. 

Creating a sequential model that permits the linear stacking of neural network layers is the first 
stage in developing an LSTM model. Then, three LSTM layers are added to the Sequential model. 
Each LSTM layer contains 50 neurons. The output of the first two LSTM layers is a suitable sequence 
for the subsequent LSTM layer. The output of the third layer LSTM is a single value suitable for 
input to the next layer. After each LSTM layer, add the Dropout layer with a Dropout rate of 0.2 to 
prevent the model from overfitting. Using the relu activation function, add a dense layer, also known 
as the entirely connected layer with 1 neuron. The dense layer serves as the model’s output layer and 
outputs the anticipated stock price. After the model’s structure has been defined, the model is 
compiled. The loss function was selected as Mean Squared Error, the optimizer as Adam, and the 
evaluation index as Mean Absolute Percentage Error. Finally, the model is trained by fitting method, 
training data and target are input, validation data is set, 10 training epochs are set, batch size is 32, 
and training process is printed (See Figure 4). 

 
Figure 4: LSTM model structure. 

3.3. RMSE 

RMSE is widely utilized as an evaluation metric for regression tasks because to its ability to assess 
the proximity between predictions and actual values on average, while also providing insights into 
the impact of significant errors. Significant inaccuracies will affect the outcome of RMSE [9]. When 
applied to predicting stocks, RMSE can be used to quantify the degree to which a forecasting model’s 
forecast matches a stock’s actual price movement in a specific time period. The performance of its 
forecasting model can be evaluated by comparing the predicted stock price with the actual price using 
RMSE. A large RMSE shows that the model’s predictions and the real values are very different from 
each other. When the RMSE is small, on the other hand, the correlation between the price predicted 
by the model and the real price is stronger, which means the model is more accurate. If the model has 
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an extremely low RMSE on the training data, the model may perform very well. Overfitted models 
demonstrate high performance when evaluated on the training data but exhibit poor performance 
when tested on fresh or unseen data. Therefore, the constructed model lacks practical utility [10]. 
RMSE is calculated as follows. 

 𝑅𝑀𝑆𝐸 = &∑ (#$%&#'!()*+,-$%+,!)"/⋯/#
$%! (#$%&#'#/)*+,-$%+,#)"

1
 (1) 

4. Results 

4.1. KNN 

Using cross-validation to perform hyperparameter tuning, taking the number of neighbors (K) as the 
hyperparameter, the errors (mean square errors) of different K values are plotted. GridSearchCV is 
used to find the best K value of AAPL is 52, GOOG is 51, and AMZN is 60 from the range of values 
(1,150). The optimal K value of MSFT is 147. Then, the best_knn model is created using these K 
values, and the best_knn model is fitted on the scaled training data and the actual and predicted closing 
prices of the test data are plotted using the best_knn model. Lastly, the efficacy of the model is 
evaluated by calculating the RMSE. Based on this KNN model, the RMSE of AAPL is 21.2507, the 
RMSE of GOOG is 5.4037, the RMSE of AMZN is 6.3037, and the RMSE of MSFT is 44.6457 
(Details are shown in the following Figures 5-8). 

 
Figure 5: KNN is used to predict the price of AAPL stock. 

 
Figure 6: KNN is used to predict the price of AMZN stock. 
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Figure 7: KNN is used to predict the price of GOOG stock. 

 
Figure 8: KNN is used to predict the price of MSFT stock. 

4.2. LSTM 

A sequential model is created that allows for linear stacking of neural network layers. Add three 
LSTM layers to the Sequential model. Each LSTM layer contains 50 neurons. The output of the first 
two LSTM layers is a sequence suitable for input into the next LSTM layer. The output of the third 
layer LSTM is a solitary value that is suitable for use as input to the subsequent layer. After each 
LSTM layer, add the Dropout layer with a Dropout rate of 0.2 to prevent the model from overfitting. 
Then, add a dense layer, which has one neuron. The dense layer serves as the final layer of the model 
and generates the forecasted stock price. Once the structure of the model has been established, the 
model undergoes the process of compilation. The loss function was selected as Mean Squared Error, 
the optimizer as Adam, and the evaluation index as Mean Absolute Percentage Error. Finally, the 
model is trained by fitting method, training data and target are input, validation data is set, ten training 
epochs are set, the batch size is 32, and the training process is printed. Lastly, the trained model is 
then used to forecast the time series data, and the accuracy of the prediction is determined by 
calculating the RMSE. The RMSE of AAPL is 9.7359 of GOOG, is 4.8965 of AMZN is 6.6956, and 
of MSFT is 10.3862 (Details are shown in the following Figures 9-12). 
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Figure 9: LSTM is used to predict the price of AAPL stock. 

 
Figure 10: LSTM is used to predict the price of GOOG stock. 

 
Figure 11: LSTM is used to predict the price of AMZN stock. 

 
Figure 12: LSTM is used to predict the price of MSFT stock. 
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4.3. RMSE 

As demonstrated in the Table 1 below, the RMSE of the LSTM model is very stable because it 
predicts AAPL, GOOG, and MSFT with fewer errors than the KNN model. However, the KNN model 
is only marginally more accurate than the LSTM model when predicting AMZN price. 
Table 1.  

Table 1: RMSE of KNN and LSTM for the four assets. 

RMSE KNN LSTM 
AAPL 21.2507 9.7359 
GOOG 5.4037 4.8965 
AMZN 6.3037 6.6956 
MSFT 44.6457 10.3862 

5. Conclusion 

Stock prediction plays a very important role for stock traders. Based on the actual stock data of AAPL, 
GOOG, AMZN, and MSFT from 2013 to 2023, this paper uses KNN and LSTM models to predict 
the exact closing price of stocks in the future, which can be used to further evaluate the rise and fall 
of stocks. The prediction effect is good, and all four companies show an upward trend. Upon doing a 
comparative analysis between the two models, it has been observed that the LSTM model exhibits a 
smaller and more consistent error in comparison to the KNN model. This paper argues that LSTM 
can capture the crucial time dependencies and relationships in financial time series data. Financial 
markets are influenced by historical trends, news events, and other time-sensitive factors that KNN 
may have difficulty capturing effectively, which makes the LSTM model very much a stock price 
forecasting model. 
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