Analysis of Stock Market Prices Based on ARIMA Model: Evidence from NASDAQ 100 Index
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Abstract: In recent years, Fluctuations in the stock market has become one of the hotspots in the field of finance. As one of the indicators reflecting the stock market situation in the United States, the volatility of the NASDAQ Industrial Index has attracted academic attention. This study uses time series modeling techniques to analyze NDX100 data representing the NASDAQ 100 index to gain insight into market trends and make informed predictions. Using historical price and volume data, the authors built robust models using statistical tools, time series models, and machine learning algorithms. The analysis included autocorrelation and stationary testing, and the ARIMA model was selected. The results show that there are clear autocorrelations and patterns in the data, indicating market inefficiency. This research contributes to understanding market dynamics and highlights the importance of data-driven analytics in financial decision making. Future research could focus on refining the model to improve prediction accuracy.
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1. Introduction

1.1. Research Background and Significance

Time series modeling plays an important role in understanding and predicting trends in various fields, especially in economics and finance. By analyzing historical data, researchers and analysts can discover patterns, relationships, and trends that can provide valuable insights into future market movements, economic indicators, and financial results.

The focus of this study is to apply time series modeling techniques to NDX100 data, which stands for the NASDAQ 100 index. The NDX100 is an important benchmark for technology and growth companies, making it a popular choice for investors and analysts seeking investment opportunities in the sector.

By leveraging the historical price and volume data of the NDX100 index, the author aims to develop robust time series models that can help us better understand the underlying dynamics of the market and make informed predictions about future movements. Through the use of statistical tools, econometric methods, and machine learning algorithms, the author seeks to uncover patterns, correlations, and trends that can guide decision-making in trading, investment, risk management, and policy formulation.
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This study not only serves as a practical application of time series modeling in a real-world financial context but also demonstrates the importance of data-driven analysis in gaining a competitive edge in today's dynamic and fast-paced markets. By leveraging the power of historical data and advanced modeling techniques, investors can enhance their ability to predict market trends, reduce risks, and seize new opportunities in a constantly changing economic and financial market environment.

1.2. Literature Review

The NASDAQ 100 Index is an important indicator in the global financial market, including many high-tech companies. These companies are often leaders in technology, innovation and growth, making the index a key data for these industries. And as a representative of the technology industry, the NASDAQ 100 index has important reference value for investors and analysts. There has been great progress in the tech sector in recent years, and technology companies have continued to innovate, which has led to increased volatility in the Nasdaq 100 index. Therefore, the analysis and prediction of the NASDAQ 100 index has become particularly important.

Scientists use a variety of methods to analyze data from the Nasdaq 100 index. A common approach is to use an autoregressive integrated moving average model (ARIMA), which captures trends and cyclical changes in time series data [1]. In addition, machine learning algorithms are widely used in the prediction and analysis of the NASDAQ 100 index. For example, algorithms such as support vector machines (SVM) and Random Forest are used to build predictive models to help analyze market movements [2].

However, analysis of the Nasdaq 100 seems to have decreased in recent years. Despite the major breakthroughs made by technology companies in technology, the data analysis of the NASDAQ 100 index appears inadequate. Recently, there have been dramatic changes in the NASDAQ Index and increased market volatility, which makes the prediction and analysis of the NASDAQ 100 index particularly important [3].

This paper aims to use ARIMA model to analyze the NASDAQ 100 index data in the past three years, in order to fill the gap in the analysis of the index in recent years, and help better understand and predict the performance of the NASDAQ 100 index when the market fluctuations. Through in-depth analysis of the NASDAQ 100 index data, this paper can better grasp the pulse of the market and make more accurate investment decisions.

2. Methodology

2.1. Data Source and Processing

The data utilized in this paper was obtained from Investing(https://cn.investing.com/), a widely used financial data platform. The NDX100 index data covers the period from January 1, 2020, to December 31, 2023. The historical stock prices and related metrics were accessed through the Investing, with 1007 valid data.
From Figure 1, there is a clear trend in the NDX100 daily closing price index, and the market effectiveness hypothesis is based on the yield, so this paper transforms the daily closing price into the yield.

The return of the series is calculated by the change in the difference between the closing price of the index and the closing price of the current period:

\[ R_t = \frac{P_t}{P_{t-1}} - 1 \]  

(1)

The author calculates the log return of the series in order to make the series stable and smooth:

\[ r_t = \ln \frac{P_t}{P_{t-1}} = \ln (1 + R_t) \]  

(2)

2.2. ARIMA Model

The ARIMA model was established by Box George and JenkinsGwilym in 1970, and is also known as the Box-Jenkins method, in 1970. This method is widely regarded as one of the most important methods in financial forecasting. The ARIMA models have demonstrated a great ability to generate short-term predictions, consistently outperforming complex structural models in this regard [4].

3. Empirical Results Analysis

3.1. Autocorrelation Analysis

Autocorrelation analysis is a statistical method utilized to compare the similarity between a time series and itself after being lagged. In the context of analyzing the daily closing prices of the NDX100, autocorrelation becomes a valuable tool for understanding the temporal dependencies within the dataset. By calculating the correlation between the current day's closing price and its past values, autocorrelation helps identify patterns, trends, or cycles in the stock market.

In the autocorrelation test, the study aims to analyze whether the NDX100 data exhibits random distribution. The results of the autocorrelation test are shown in Figures 2-3. If the data lacks
autocorrelation, it suggests randomness, implying that future developments are independent of past performance. Consequently, a low autocorrelation in the series aligns with the hypothesis that the market adheres to weak form efficiency.

![ACF plot of NDX100 data](image1)

**Figure 2: ACF plot of NDX100 data**

![PACF plot of NDX100 data](image2)

**Figure 3: PACF plot of NDX100 data**

White noise is a concept in time series analysis where the data points are independent and evenly distributed the mean is zero and the variance is constant. To check whether a dataset is white noise, people can use statistical tests such as Ljung-Box tests or check the autocorrelation function. The author tests the NDX100 data using functions such as `Box.test()` (Ljung-Box test) to analyze the autocorrelation properties of the dataset. If the autocorrelation is close to zero and falls within the confidence band, the data can be treated as white noise. The results are shown in Table1:
Table 1: The test results of Ljung-Box test

<table>
<thead>
<tr>
<th>Test</th>
<th>Distribution</th>
<th>Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ljung-Box Q</td>
<td>$Q \sim \text{chisq}(20)$</td>
<td>17568.54</td>
<td>0.0000 *</td>
</tr>
<tr>
<td>McLeod-Li Q</td>
<td>$Q \sim \text{chisq}(20)$</td>
<td>17409.85</td>
<td>0.0000 *</td>
</tr>
<tr>
<td>Turning points T</td>
<td>$(T-668.7)/13.4 \sim N(0,1)$</td>
<td>510</td>
<td>0.0000 *</td>
</tr>
<tr>
<td>Diff signs S</td>
<td>$(S-502)/9.2 \sim N(0,1)$</td>
<td>447</td>
<td>0.0000 *</td>
</tr>
<tr>
<td>Rank P</td>
<td>$(P-252255)/5314 \sim N(0,1)$</td>
<td>149499</td>
<td>0.0000 *</td>
</tr>
</tbody>
</table>

The residual sequence diagram of NDX100 data is shown in Figure 4.

![Residuals](image)

Figure 4: Residuals of NDX100 data

This article uses Q-Q diagram to test the normal distribution of the sequence, which are shown in Figure 5. From Figure 5, it shows that the sequence may not conform to the normal distribution at this time.
The p-value result from table 1 suggests the rejection of the null hypothesis that the residuals are independent and identically distributed noise. Here's a brief interpretation of the key test statistics:

Upon observation, the p-value from the Ljung-Box test is less than 0.05. It leads to the rejection of the null hypothesis, indicating that the series is not white noise. Non-white noise implies a lack of pure-random distribution, leading to a tentative conclusion that the domestic market does not align with the hypothesis of a weak efficiency market. Observation of the Augmented Dickey-Fuller (ADF) test plot reveals a significant short-term autocorrelation in the first period, which is further evidence that the data is not a white noise series.

In summary, all the test statistics strongly reject the hypothesis of independent and identically distributed residuals, implying the presence of autocorrelation or systematic patterns in the residuals of NDX100 data.

3.2. ADF Test

The Augmented Dickey-Fuller (ADF) test is employed to formally evaluate the presence of a unit root. The ADF test results are shown in table 2.

<table>
<thead>
<tr>
<th>ADF statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.5733</td>
<td>0.03321</td>
</tr>
</tbody>
</table>

The ADF test statistic is -1.5733, surpassing the critical values for significance. The p-value indicates a rejection of the null hypothesis, suggesting evidence against the presence of a unit root. The time series appears to be stationary after differencing.
3.3. ARIMA Model

A nonseasonal ARIMA model, classified as ARIMA (p, d, q), where: p is Autoregressive (AR) coefficient, d is after how many differences, data reaches its stationary, q is Moving Average (MA) coefficient

Applying differencing (diff()) to the original time series is employed to assess the effectiveness of removing trends and achieving stationary. The sequence after differentiation is shown in Figure 6.

![Figure 6: Plot after 1st-order differencing](image)

As Figure 6 shown, the data is stationary out after the first-order differencing. So let d = 1. The next step is to select best p and q in the ARIMA model. In order to find suitable p and q, this paper utilized the ACF plot and PACF plot to determine q and p respectively.

![Figure 7: PACF plot after 1st-order differencing](image)

Significant spikes outside the blue boundary of the PACF plot give the order of the AR model. By observation, there are 4 significant spikes outside critical value range. So, p = 4. The MA(q) model calculates its forecasts by taking a weighted average of past errors. It captures trends and patterns in time series data. If the plot has a sharp cutoff after the lag, q can be determined from the ACF plot.

Similar to the selection of the AR model p, in order q to select the appropriate order for the MA model, the author need to analyze all spikes above the blue region.
Figure 8: ACF plot after 1st-order differencing

From the above plot, it shows that there are sharp cutoffs after lag 1, lag 7, lag 8, lag 9, lag 15, lag 18 and lag 22. Let \( q = 1, 7, 8, 9, 15, 18, \) or 22. A better ARIMA model can be chose by comparing AIC and BIC value.

AIC and BIC are two criteria that measure the goodness of fit of a statistical model, considering both the complexity and the accuracy of the model, which quantifies how well the model fits the data, and penalize the model for having more parameters, which increases the risk of over fitting. A lower AIC or BIC value indicates a better model.

\[
\text{AIC} = 2K - 2\ln(L) \tag{3}
\]

Where: \( K \): The number of independent variables, \( \ln(L) \): The log-likelihood estimate [5].

\[
\text{BIC} = K\ln(n) - 2\ln(L) \tag{4}
\]

where \( n \) is sample size [6-8].

By applying function BIC(), the BIC values are shown in Table 3:

<table>
<thead>
<tr>
<th>ARIMA(p, d, q)</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4,1,1)</td>
<td>13499.91</td>
<td>13529.38</td>
</tr>
<tr>
<td>(4,1,7)</td>
<td>13489.28</td>
<td>13548.22</td>
</tr>
<tr>
<td>(4,1,8)</td>
<td>13483.93</td>
<td>13547.78</td>
</tr>
<tr>
<td>(4,1,9)</td>
<td>13484.34</td>
<td>13553.10</td>
</tr>
<tr>
<td>(4,1,15)</td>
<td>13494.00</td>
<td>13592.23</td>
</tr>
<tr>
<td>(4,1,18)</td>
<td>13499.44</td>
<td>13612.41</td>
</tr>
<tr>
<td>(4,1,22)</td>
<td>13504.64</td>
<td>13637.26</td>
</tr>
</tbody>
</table>

By comparing the value in the Table 3, it is obvious that ARIMA (4,1,1) has the smallest AIC and BIC value, which imply ARIMA (4,1,1) is the best fit.
ARIMA is a very powerful time series prediction model, but the process of data preparation and parameter adjustment is very time-consuming [9,10]. Auto ARIMA makes the whole task very simple, eliminating the process of sequence stabilization, determining d values, creating ACF values and PACF graphs, determining p values and q values.

Use function auto.arima, the results gives that ARIMA (4,1,1) is the best fit. In this part, ARIMA(4,1,1) model is chosen for prediction and conduct Ljung-Box test, the estimate results are shown in Table 4.

<table>
<thead>
<tr>
<th>ar1</th>
<th>ar2</th>
<th>ar3</th>
<th>ar4</th>
<th>mal</th>
<th>Drift</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9299</td>
<td>-0.0516</td>
<td>-0.0223</td>
<td>-0.0893</td>
<td>-0.8439</td>
<td>-8.0712</td>
</tr>
<tr>
<td>s.e.</td>
<td>0.0665</td>
<td>0.0434</td>
<td>0.0430</td>
<td>0.0323</td>
<td>0.0596</td>
</tr>
</tbody>
</table>

From the results in Table 4, it shows that the ARIMA model has a good fitting effect on the model. At the same time, the residual plot of the resulting model further reveals that the model has stability and can be used for data fitting (see Figure 9).

4. Conclusion

The unit root analysis, particularly the ADF test, sheds light on the stationary of the "profit" time series. With a p-value of 0.03321 indicating stationary after differencing, it suggests that the profit data exhibits stable, predictable patterns over time. Given this finding, it's prudent to consider the implications for refining the chosen ARIMA (4,1,1) model. While the ARIMA model captures the autocorrelation and seasonality in the data, it may warrant further evaluation and refinement to enhance forecasting accuracy and analytical insights. The ARIMA(4,1,1) model with drift reveals
significant coefficients, particularly a negative correlation in returns between the last two periods and the current period. This suggests a potential pattern of negative momentum in the profit series, influencing trading decisions and market efficiency considerations. Additionally, the non-significant autocorrelation in the residuals supports the model's adequacy in capturing temporal dynamics, further validating its utility in forecasting and analysis of the profit time series.

Future research could focus on further refining the ARIMA model by considering additional external variables or alternative specifications. This could improve forecasting accuracy and have a better understanding of the dynamics in financial market. The insights and methodologies presented in the paper can be applied to other financial time series datasets, providing valuable guidance for analysts and researchers in forecasting and analyzing market trends. In the meanwhile, the findings of the paper could have implications for policymakers and market participants, highlighting the importance of considering momentum effects in trading strategies and market efficiency considerations.
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