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Abstract: Stock price prediction remains an attractive and essential area in financial markets, 
with researchers constantly working hard to improve existing models or develop new ones to 
achieve more accurate predictions. Foreseeing the future direction of stock prices allowing 
people to plan and formulate effective investment strategies. However, predicting stock prices 
remains a difficult challenge due to many uncontrollable factors. Traditional forecasting 
methods rely primarily on economic data analysis and formulation. However, these 
traditional methods often provide limited information and forecast accuracy due to market 
uncertainty. Many business organizations and individual investors started to utilize the 
programmed approaches to improve the accuracy of stock price predictions as machine 
learning and deep learning capabilities continue to advance. Through an actual case study, 
this essay examines the innovative use of machine learning methods for researching in the 
field of predicting stock prices. In the case study, an LSTM model is built to find the 
transforming trend of the stock price, while Google’s stock price is collected to use as the 
dataset for training the model. The article finally conducts a comparative study on stock price 
prediction based on LSTM is conducted to clarify its working progress and accuracy of the 
outcome.  
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1. Introduction 

In the stock market, stock price predictable study has always been a very fascinating area and the 
researchers are always looking to improve existing prediction models to get more accurate forecasting 
results. This is because accurate stock price forecasts are critical in the financial sector as they guide 
investment decisions, reduce risk, facilitate portfolio management, influence corporate finance, 
develop trading strategies, improve market efficiency, and can be used as economic indicators [1]. 
Organizations and individuals with the ability of investment decision-making can easily make giant 
profits from the stock market if they are able to anticipate the stock price that they can make plans 
and develop effective strategy [2]. However, predicting stock prices has always been difficult for both 
investors and experts due to several factors which is unrelated to the stock market, such as the overall 
economic situation of the world, price indices of goods, the development of the country, investor’s 
psychology, political factors and so on [3]. 
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Traditional forecasting approaches are mostly used to analysis the stock price trend based on 
economic data, formulation and so on. There are two typical traditional method: technical analysis 
and Fundamental Analysis. The time series of stock prices serves as the foundation for the technical 
analysis technique. On the other hand, in the fundamental analysis, trading decision-making relies on 
the financial condition and macroeconomic indicators of a company such as EBITDA, sales, dividend 
yield, and return on equity. Fundamental researchers will calculate the business value of a company's 
stock based on these indices, and then investors will increase holdings when the value is bigger than 
the market price, and conversely sell the stock when they believe the company's value is not as high 
as the market price [4]. However, these methods always provide limited information and predicting 
accuracy. Nowadays, programmable forecasting techniques have shown to be more accurate at 
anticipating stock values as machine learning and deep learning prediction tools improve [5-6]. More 
and more analysts and investors are looking at applying machine learning algorithms to forecast the 
stock price. 

In this article, the Long Short-term Memory Neural Networks method is used which has become 
the focus of the area of machine learning and has been widely employed in various tasks like speech 
recognition, acoustic modeling, trajectory prediction, sentence embedding, and association analysis 
due to its powerful and effective learning capabilities [7-8]. This article applies LSTM method to 
Google's price prediction, and the results show that machine learning methods perform well in stock 
price prediction. 

2. Data 

2.1. Data Selection 

Google which is a subsidiary company of Alphabet Inc. is one of the most influential and famous 
technology companies in the world. Google was first largely recognized for its Internet search engine, 
but it has since expanded into a wide range of other fields and has grown to be a dominating player 
in the technology sector. The fact that Google is the most extensively used search engine in the world, 
that Google Cloud offers cloud infrastructure and services to companies, and that it is at the forefront 
of artificial intelligence and machine learning research all contribute to Google's enormous impact in 
the IT sector. As a result, Google's stock price is representative of the technology industry.  

This paper collected the stock price from Yahoo finance for a long period from January 1st, 2000, 
to September 1st, 2023, as the datasets for training and testing the LSTM model. 

2.2. Data Preprocessing 

This paper used Google's closing prices as a dataset. Firstly, this paper removed all the null values 
from the data to avoid affecting the subsequent processing. 

Next, this paper normalized the data. To create a generic prediction model for categorization 
problems, machine learning algorithms need a high-quality dataset. Normalization involves adjusting 
and modifying the data in the training set to ensure that each feature is given equal weight [9-10]. 
The effectiveness of the machine learning algorithm is enhanced by the data normalizing conduction. 

After data normalization, the study divides the dataset into a training set and a testing set. About 
four fifths of the data are set aside for training and optimizing the LSTM model, in contract, the rest 
of data are used to test the predictions made by the model. To feed the sequential nature of stock price 
data into the LSTM model, sequences of data are created. This involves organizing the data into 
overlapping segments, where each segment has a specified number of time steps, referred to as the 
sequence length. In this essay, a sequence length of 60 was chosen as a reasonable balance between 
capturing relevant historical patterns and maintaining computational efficiency. These sequences 
enable the model to learn from past price movements and attempt to forecast future prices based on 
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historical trends. The LSTM model is trained using these sequences, optimizing its internal weights 
to make accurate predictions. 

3. Model Construction and training 

The LSTM model is built sequentially, consisting of multiple layers, each with a specific purpose. It 
begins with an initial LSTM layer with 50 units, which is responsible for processing the sequential 
input data and learning relevant patterns. This is followed by additional LSTM layers, also with 50 
units each, to further refine the model's understanding of intricate temporal relationships within the 
data. At last, the study adds a dense layer that contains a single unit to this model to provide the output 
prediction. 

Subsequently, the model is configured with the 'adam' optimizer and 'mean squared error' as the 
loss functions. With the architecture defined and the optimization strategy specified, the model is 
ready for training. In the process of training, the model will learn to minimize the error between its 
forecasts and the actual stock prices from the training data. It can iteratively scale and alter its internal 
weights to approximate the underlying patterns in the data. This training phase, crucial to the model's 
performance, is conducted over multiple epochs, with each epoch representing one complete pass 
through the training data. The batch size, set at 32 in this essay, determines the number of data samples 
used in each update of the model's weights, influencing both training speed and stability. 

4. Result and Discussion 

The results come out from the best model shows that the relative error is small. This paper compared 
the predicted stock price obtained from running the optimal model with the actual stock price and 
plotted a line graph which indicates the actual price of the stock in blue and the predicted value of the 
stock price in red (See Figure 1). As the graph shows, the overall trend of predicting result and the 
actual value is nearly identical.  

 
Figure 1: Predicted prices vs actual prices 

This result emphasizes the reliability of the model. Given the relatively low percentage error, stock 
market participants can feel confident using the forecast result to guide their investment decisions. 
With the price forecasting outcome, Investors can harness the information of the trend of stock prices 
in advance. While there are some small fluctuations that are not able to be predicted, the overall 
change in the outcome over time can be predicted with great accuracy. Based on these relatively 
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accurate predictions of changes, investors can make correct financial decisions, such as buying a stock 
when it is predicted to be about to rise significantly. 

However, while the predicted results are as like the true value, the model can still be strengthened. 
The experimental conditions this paper uses are limited, and with better conditions, the model can 
also be adjusted to further reduce the error value and enhance its predictive ability. 

According to the result, the LSTM method for predicting stock prices uses deep learning and is 
effective at conducting complicated historical data. It excels in making both short- and long-term 
forecasts and can deal with non-stationarity. 

5. Conclusion 

This research studies the creative application of machine learning methods to anticipate stock price 
by scanning an actual scenario of employing LSTM methods to make predictions of Google's stock 
price in an overall period of 23 years. The method used in the case is to develop a model using 
machine learning, feed processed data into the model to train it, and then choose the best model to 
forecast Google's stock price. After the work, a comparison is conducted between the anticipated 
outcome and the actual value of the stock price to analyze the relationships. The results confirm that 
LSTM is highly accurate in predicting the movement of the stock prices over time. The model is 
available to be used to predict the movement of a firm's stock over time, and investors can use the 
information obtained from the prediction result to investment decisions with more accuracy in the 
stock market. In summary, machine learning has far-reaching implications in the field of stock market 
forecasting, involving aspects of the industry and society at large. It is noteworthy that the model still 
can be improved. In the future, machine learning will change the way how most investors make 
financial decisions, and more people will get involved in this field. However, at the same time, it may 
also bring challenges related to ethics, regulation, and cybersecurity, which will require stricter 
supervision by the relevant authorities. In addition, even though machine learning models have shown 
substantial promise in predicting stock prices, the financial market is too sophisticated and vulnerable 
to contingencies, such as the occurrence of some natural disasters that may affect the stock prices of 
pharmaceutical and food companies, which are impossible to anticipate. Therefore, even the most 
complicated machine learning models may not provide perfect predictions, and there is still a lot of 
room for future machine learning development in this area. 
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